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Introduction
• Serial search is a widely used technique for initial 

synchronization:

– Search serially through all potential code phases until the 
correct phase is identified

– Each reference phase is evaluated by attempting to 
despread the received signal

– If the estimated code phase is correct, despreading will 
occur and will be sensed

– If the estimated code phase is incorrect, the received signal 
will not be despread

• Then, the reference waveform will be stepped to a new 
phase for evaluation
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Introduction (Cont.)
• The probability that the detector indicates that the trial phase is 

correct when, in fact, it is not

– The probability of false alarm Pfa

• The probability that the detector indicates that the trial phase is 
correct when it is indeed correct

– The probability of correct detection Pd

• Pfa and Pd are a function of evaluation (integration) time and 
signal-to-noise ratio
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Serial Search／Matched Filter Detection 
• Serial-search acquisition schemes are referred to as low-

decision-rate detectors

– A large number of spreading code symbols must be 
received to make a correct/incorrect decision

• Matched filter detection is a highly efficient method of initial 
synchronization

– When a particular sequence of code symbols is received, 
the matched filter will output a pulse

– Require matched filters with extremely large time-
bandwidth products
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Rapid Acquisition
• Rapid acquisition by sequential estimation (RASE):

– The DSSS system should employ BPSK spreading

– The spreading code is an m-sequence generated using the 
generator of Fig. 3-6

– Demodulate the received symbol (chip) stream directly and 
load the shift register generator with this symbol stream 

output b(D)

+ + + + + +

grgr-1gr-2gr-3g3g2g1
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Fibonacci Configuration
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Rapid Acquisition (Cont.)
– At very high SNR: the demodulated symbols (chips) are 

correct 

 The shift register initial condition is also correct

– At reduced SNR: the shift register load may not be correct

 Additional loads will have to be attempted
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Initial Synchronization Complexity
• The number of code phases and frequencies that must be 

evaluated to obtain initial synchronization is proportional to:

– Propagation delay uncertainty: expressed in spreading 
code chips

• Induce code phase uncertainty

– Relative dynamics of the transmitter and the receiver: 
Doppler effect

• Induce frequency and code phase uncertainty

• The initial synchronization techniques are generally capable of 
determining the received spreading code phase to within an 
accuracy of ½ to  ¼ of a chip
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Initial Synchronization Complexity (Cont.)


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Optimum Synchronizer
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Functional Blocks of Synchronizer
• Assume that the phase uncertainty is bounded to a range of 

T seconds and the frequency uncertainty is bounded to a 
range of  rad/sec

• A simplified conceptual block diagram to evaluate a single
reference phase and frequency is

dT̂

0̂

Reference
spreading
waveform
generator

Bandpass
filter

Energy
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Decision
device

Control
logic

Despreading  mixer

Received
signal

Reference
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Functional Blocks of Synchronizer (Cont.)
• If the phase and frequency of the receiver-generated replica of 

the spreading waveform are correct:

– The energy detector will detect the presence of the signal

• The control logic is used to select the values of      and      for 
evaluation 

dT̂ ̂
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Synchronization Detection
• Suppose that the received signal r(t) is a carrier which is BPSK 

modulated by an m-sequence waveform c(t – Td) plus AWGN

– where 0 is the carrier frequency and  is the carrier phase

• The reference waveform is:

• The despreader output (difference frequency term) is:

 tTtcta IFd )ˆ(cos)ˆ()( 0  

 0 0
ˆ ˆ( ) ( ) ( )cos ( ) ( )d d IFx t c t T c t T t t n t          

  )(cos)()( 0 tntTtctr d  
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Synchronization Detection (Cont.)
• The power spectrum of                             is: 

• For  = 0: a single spectral line at zero frequency

• For  = Tc: a phase-shifted replica of c(t), so Sb( f,  ) = Sc( f ) 

• For   0 or Tc: significantly wider than the spectrum of c(t) 

– transits more rapidly than c(t)     
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Synchronization Detection (Cont.)
• The power spectrum of                            contains an impulse at 

zero frequency which corresponds to a single spectral line 

– at                               and with power

– If  is sufficiently small (large enough power) and                
is not larger than the bandwidth of the bandpass filter: 

• This component will be sensed by the energy detector 

• The phase/frequency uncertainty region is assumed to be 
T

– Subdivided the region into some smaller cells t

– A single test in each cell will be sufficient to determine the 
correct received phase and frequency

00ˆ   IF

2 ˆ( ),c d dR T T   

00ˆ  

)ˆ()( dd TtcTtc 
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Optimum Synchronizer
• An optimum initial synchronization system (in the sense that it 

achieves synchronization in the minimum possible time):

– It evaluates all cells within a possible range simultaneously

Denotes the
correct received 
frequency and 
phase




t

T
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Optimum Synchronizer (Cont.)
• An minimum-acquisition-time system requires a evaluating 

subsystem for every phase/frequency cell  

– It is not optimum in a minimum-hardware sense

– It is rarely implemented because of its hardware complexity

• An initial synchronization system is designed to achieve a 
compromise between acquisition time and reasonable 
hardware complexity

• Synchronization time is proportional to the total number of 
cells that must be evaluated 

– It makes no difference whether these cells were all 
generated from frequency uncertainty or all from phase 
uncertainty or a combination
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Neyman–Pearson Hypothesis
Testing Concept
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Binary Hypothesis Testing Problem
• Binary hypothesis testing problem: Either one or the other 

hypothesis is true. 

• The probabilities of the decision errors depend on the selected 
decision criterion. 
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Acquisition Problem
• For acquiring synchronization, the problem is whether the 

synchronization is achieved or not. 

• Define hypothesis H1 as synchronization being achieved and   
H0 as synchronization being absent.

• Assumes that the process r(t) is observed in some time interval.

– It also assumes that the conditional probability 
distributions of the process r(t) are known for the 
observations under the two hypotheses. 

– The distribution is due to the existence of noise/interference

• There are two kinds of decision error probabilities: 

– The probability to accept hypothesis H1 when H0 is true

– The probability to accept hypothesis H0 when H1 is true
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Binary Hypothesis Testing
• When the hypothesis H1 is desired (acquire synchronization)

– The probability of accepting hypothesis H1 when H0 is true 
is called the false alarm probability Pfa. 

– The probability of accepting hypothesis H0 when H1 is true 
is called the probability of a miss Pmiss.

• The probability of detection is denoted as Pd = 1 − Pmiss. 

• In general, we should like to make Pfa as low as possible and 
Pd as high as possible (Pmiss as low as possible). 

– For most problems of practical importance these are 
conflicting objectives. 

– An obvious approach is to constrain one of the probabilities 
and to maximize (or to minimize) the other. 
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Neyman–Pearson Hypothesis Testing
• The Neyman–Pearson criterion maximizes Pd (or minimizes 

Pmiss) under the constraint Pfa  , where  is a pre-chosen 
constant.

• The solution is obtained easily by using Lagrange multipliers. 

• We construct the function 

• The total observation space Z is divided into two parts, Z0 and 
Z1 (The space is divided by the decision threshold)

– When an observation falls into Z0: we say H0

– When an observation falls into Z1: we say H1

 

0 1
1 0( ) ( )

miss fa

Z Z

P P

p z dz p z dz

 

 

   

      

p0(z): the pdf under H0

p1(z): the pdf under H1
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Neyman–Pearson Hypothesis Testing (Cont.)
• If Pfa = , then minimizing  will minimize Pmiss. 

– Because  = Pmiss +  (Pfa – )

• Notice that

• For a positive , to minimize , we assign a point (a received 
observation) z to Z0 only when p1(z) – p0(z) is negative. 

– This is equivalent to the likelihood ratio test

• The threshold  depends on the constraint on Pfa = . 

– Find VT corresponding to  such that 
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Neyman–Pearson Hypothesis Testing (Cont.)

p1(z)

p0(z)

Find VT achieving Pfa = 

According to VT, find 1
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Neyman–Pearson Hypothesis Testing (Cont.)

Source: Theory of Code Division
Multiple Access Communication,
by Kamil Sh. ZigangirovPfa

Pd
SNR = 0

Pfa1  VT1  1  Pd1

Pfa2  VT2  2  Pd2

When Pfa1 < Pfa2

 VT1 > VT2

 1 > 2

 Pd1 < Pd2

Receiver Operating
Characteristic (ROC)
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Serial-Search Synchronization
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Serial-Search Synchronization
• Serial-search techniques are commonly used in SS 

synchronization

– Evaluate the phase/frequency cells serially (one after 
another) until the correct cell is found

• Assume that no frequency uncertainty exists and the correct 
phase is uniformly distributed over the region T

– A phase step size of t seconds is chosen

 T/t = C

– The search will advance through one cell at a time until C
cells have been evaluated
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Serial-Search Synchronization (Cont.)
• The transmitted code sequence is generated with a constant rate 

– The phase of the received code sequence moves forward 
with a constant rate (i.e., the spreading code rate)

• The local generated code sequence is also generated with the 
same spreading code rate 

• The code phase of a specific cell (e.g., the i-th cell) changes 
linearly with respect to time 

Actual
code phase

Code phase of
the  i-th cellReceived

sequence Local generated
sequence

Spreading code sequence

Actual code
phase after  t

Code phase of
the  i-th cell after  t
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Serial-Search Synchronization (Cont.)
• After the evaluation time duration of a cell (e.g., Ti) , the 

synchronizer advances to the next cell for generating the code 
sequence 

– The local sequence generator jumps to the code phase of the 
(i + 1)-th cell 

– A jump of a code phase equal to the phase step size of t
seconds 

Actual
code phase

Code phase of
the  i-th cellReceived

sequence Local generated
sequence

Spreading code sequence

Actual code
phase after  Ti

Code phase 
of the  i-th cell

after  Ti

Code phase of
the  (i+1)-th cell

Jump
a step
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Synchronization Time
• Define

– n: a particular location for the correct phase cell

– j: the number of missed detections of the correct phase cell

– k: the number of false alarms in all incorrect phase cells

• The total synchronization time for a particular event is 

– Ti is the (fixed) integration time for evaluation of each cell

– Tfa is the time required to reject an incorrect cell when a 
false alarm occurs 

• Tfa may be many times larger than Ti

( , , ) i i faT n j k nT jCT kT  
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Synchronization Time (Cont.)
– The total number of cells evaluated for this event is (n + j C)  

– The total number of correct cells is (j + 1)  

– The total number of incorrect cells is (n + jC – j – 1)  

Cell 1 Cell 2 Cell n-1 Cell n Cell n+1 • • • Cell C-1 Cell C• • •

Run 1 miss

Run 2 miss

Run j miss

Run j+1 capture

• • •

• • •

• • •

FA

FA

FA

FA

FA
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Synchronization Time (Cont.)
• The probability of the correct cell being the n-th cell is

• The probability of  j missed detections followed by a correct 
detection is

• The k false alarms can occur in any order within the incorrect 
cells

– The probability of a particular ordering:    

– There are          orderings of k false alarms in K cells

(1 )k K k
fa faP P 

j
dd PP )1( 








k
K

C1

 1n jC j K   
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Synchronization Time (Cont.)
• The probability of the event (n, j, k) is

• The mean synchronization time is

– The correct cell number n can range over (1, C)  

– The number of missed detections j can range from 0 to 
– The number of false alarms k can range over (0, K)  

1
Pr( , , ) (1 ) (1 )j k K k

d d fa fa

K
n j k P P P P

kC
 

   
 

, ,

( , , ) Pr( , , )s
n j k

T T n j k n j k 



Prof. Tsai 35

Synchronization Time (Cont.)
• The mean synchronization time becomes

• The first summation over k equals unity: 

– By the identity

with a = Pfa and b = 1 – Pfa, b+a = 1.0 

0
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Synchronization Time (Cont.)
• The second summation over k equals KPfa: 

– The mean of a discrete random variable which has a 
binomial distribution

• The mean synchronization time is simplified to

• With K = n + jC – j – 1:   

– where Tda = Ti + Tfa Pfa is the average dwell time at a 
incorrect phase cell

1 0

1
( ) (1 )

C
j

s i fa fa d d
n j

T n jC T KT P P P
C



 

     

 
1 0

1
( 1) ( 1) ( 1) (1 )

C
j

s da i da d d
n j

T n T j T j C T P P
C



 

      
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Synchronization Time (Cont.)
• The average dwell time at a incorrect phase cell  

– When no false alarm occurs, it is Ti (the integration time for 
evaluation of each cell)

– When a false alarm occurs, it is Ti + Tfa (the time required to 
reject an incorrect cell) 

    fafaifaifaifada PTTTTPTPT  1

Search
Cell i

Search
Cell i – 1 

Search
Cell i+1

Dwell time
Tda

• • • • • •

Prof. Tsai 38

Synchronization Time (Cont.)
• By using the identities:

• The final result of the mean synchronization time is

– A function of Pfa (through the definition of Tda)  
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Synchronization Time (Cont.)
• The mean-square value is

• Expanding and grouping like powers of k, we have

– where 2 2 2
2 1 0; 2( ) ; ( ) ;fa i fa iA T A n jC TT A n jC T    
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Synchronization Time (Cont.)
• The sums over k are the moments of a binomially distributed 

random variable

– The first sum is (the second moment):

• The mean-square value is simplified to
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Synchronization Time (Cont.)
• With K = n + jC – j – 1 and by grouping like power of  j, we 

have  

– where
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Synchronization Time (Cont.)
• By using the identities:

• The mean mean-square value is simplified to
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Synchronization Time (Cont.)
• By grouping like power of n, we have

– where
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Synchronization Time (Cont.)
• By using the identities:

• The final result of the variance is
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Synchronization Time (Cont.)
• For C >> 1, 1 – Pd << 1, and Pfa << 1, the variance is 

approximated by

• For C >> 1, Pd = 1, and Pfa = 0, the variance is

2 2 2
2

1 1 1

12sT da
d d

T C
P P


 

   
 

2 2 2 1

12sT daT C    
 
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Minimizes Mean Synchronization Time
• The mean synchronization time is a function of Pd, Pfa, Ti, Tfa, 

and C
• The phase uncertainty is fixed, but it can be subdivided into 

any number of cells C
• The remaining four variables are not independent of one 

another:
– High Pd together with low Pfa implies large Ti

There will be an optimum set of Pd, Pfa, Ti, Tfa which 
minimizes mean synchronization time 

• It is not correct to assume that the minimum average 
synchronization time will always be achieved with 1 – Pd << 1
– A moderate Pd will result in a much lower Ti than a high Pd

Result in reduced average Ts
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Modified Sweep Strategies
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Modified Sweep Strategies
• Suppose that the received phase distribution is defined by p(n) 

within the n-th phase cell

– The sweep strategy should be modified to search the most 
likely phase cells first and then the less likely cells

• If the received phase distribution were Gaussian: 

– The discrete probability of the n-th phase cell being correct 
is

– Search the cells within one standard derivation (T) of the 
most likely cell first 

2

2

1 1
( ) exp ;

2 2 2

n
p n A C n C

T
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Modified Sweep Strategies (Cont.)
)(p
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Time
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Modified Sweep Strategies (Cont.)
• The use of modified sweep strategies results in reduced 

average synchronization time when the distribution of the 
received phase is nonuniform

– The saving time is a function of the variance of the 
received phase distribution
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Continuous Linear Sweep
• Most current SS systems employ a sweep system which moves 

from one uncertainty cell to the next in discrete steps

• Another strategy: offset the clock frequency of the reference 
waveform generator (in the receiver) slightly

The phase of the waveform slips linearly

– The output of the despreading mixer is a wideband signal
except when the received and reference waveform phases 
have slipped sufficiently close to one another  Despread

– When despreading occurs, the energy can be detected and 
the sweep terminated
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Continuous Linear Sweep (Cont.)
• The transmitted code sequence is generated with a constant rate 

– The phase of the received code sequence moves forward 
with a constant rate (i.e., the spreading code rate)

• The local generated code sequence is generated with a rate 
slightly larger (or smaller) than the spreading code rate 

• Finally, the phase of the local sequence generated will capture 
the actual code phase Actual

code phase

Code phase of
the receiverReceived

sequence Local generated
sequence

Spreading code sequence

Move faster
(or slower)

Move with the fixed
spreading code rate
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Continuous Linear Sweep (Cont.)

c(t)

c(t)

c(t)

c(t)
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Continuous Linear Sweep (Cont.)
• Slow sweeping 

• Fast sweeping 

c(t)

c(t)

c(t)

c(t)

Prof. Tsai 56

Continuous Linear Sweep (Cont.)
• The receiver configuration for synchronization is

)(tr

)(ta

( )y t

Reference
waveform
generator

Reference
waveform

clock

Matched
bandpass

filter

Envelope
detector

Threshold
detector

Synchronization
logic

Sweep stop

Threshold VT

)(ty )(tz “Hit”
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Continuous Linear Sweep (Cont.)
• Consider BPSK DS modulation, the received waveform is

• The despreading mixer output signal is

– where  is an unknown random phase

• The propagation delay estimate is varying linearly with time

– where        is an arbitrary fixed initial condition;

– K = Tc/TSS, and TSS is the time required to search one chip

– In general, TSS >> Tc  K << 1  

– K > 0 (K < 0): reference clock frequency is lower (higher) 

ˆ ˆ ˆ( )d d doT T t T Kt  

)(cos)(2)( 0 tntTtcPtr d  

0
ˆ ˆ( ) 2 ( ) ( )cos( ) ( ) ( )d d dy t Pc t T c t T t n t c t T       

doT̂
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Continuous Linear Sweep (Cont.)
• From Eq. (5-31):

– when                        : a wideband signal  

– when                             : the despreading mixer output is a 

sinusoidal component with frequency 0 and magnitude

• The despreading mixer output becomes

• The bandpass filter, envelope detector and threshold detector 
are used to detect the signal approximately when the peak 
amplitude is reached 

cdd TtTT  )(ˆ

cdd TtTT  )(ˆ

)(2 cRP

0
ˆ( ) 2 ( )cos( )c d dox t PR T T Kt t     
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Continuous Linear Sweep (Cont.)
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Continuous Linear Sweep (Cont.)
• The bandpass filter is selected to have an impulse response 

which is matched to the signal x(t):

– The frequency of the received signal is unknown during 
synchronization  is used (preset frequency)

• The matched filter output:

– where   
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Continuous Linear Sweep (Cont.)
• Assume that the carrier frequency is large relative to the 

maximum rate of change of the autocorrelation product

 The second integral may be ignored

• Hence, 
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Continuous Linear Sweep (Cont.)
• Assume that the frequency error                           is small 

enough

 The sine and cosine within integrals are approximately 
constant over the range of nonzero values of the 
autocorrelation products

• h() takes values only for   

• Set the arguments of the sine and cosine be

• The maximum occurs at the end of the triangular pulse: (Fig. 
5-5)
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Continuous Linear Sweep (Cont.)
• The maximum filter output is

• The noise power is calculated using the baseband equivalent
filter transfer function:
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Continuous Linear Sweep (Cont.)
• The Fourier transform of          is

• The equivalent baseband noise PSD is

• The noise power at the filter output is
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Continuous Linear Sweep (Cont.)
• The maximum signal-to-noise power ratio at the matched filter 

output is

– The SNR increases with increasing Tss or, equivalently, 
with decreasing sweep rate

• The function of the envelope detector and threshold 
comparator is used to 

– Detect the presence of the sinusoid (Eq. (5-37))

2
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Continuous Linear Sweep (Cont.)
• The density function of the envelope detector output is Ricean

pdf. 

• Denote the envelope detector output by z(t):

– where N: the noise power, A: the amplitude of the sinusoid, 
and I0(): the zeroth-order modified Bessel function

2 2

0exp( ) ( ), for 0
( ) 2

0,                                         elsewhere
z

A A
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Continuous Linear Sweep (Cont.)
• For the probability of detection: 

– A  0, signal and noise present  Ricean pdf

– Integration from VT to infinity of the Ricean pdf evaluated at 
the maximum signal-to-noise ratio

• For the probability of false alarm: 

– A = 0, noise only  Rayleigh pdf

– Integration from VT to infinity of the Rayleigh pdf evaluated 
at the minimum signal-to-noise ratio (for A = 0, noise only)   

• Both Pd and Pfa are functions of SNR and VT, and cannot be 
independently selected

– For a specific SNR, the selection of Pfa implies a particular 
threshold VT, which then sets Pd
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Continuous Linear Sweep (Cont.)
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Continuous Linear Sweep (Cont.)
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Continuous Linear Sweep (Cont.)
• The calculation of points on the curves of Fig. 5-7:

– A preset Pfa implies a particular threshold VT

– Integrate the Ricean density function over the limits of VT to 
infinity using the desired SNR  Pd

– Marcum Q-function: 

• SNR  a

• Threshold VT  b
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Example
• The spreading code clock frequency is fc = 3 MHz

• The received carrier power-to-noise power spectral density 
ratio is 46.25 dB-Hz = 10 log(P/N0)

• The propagation delay uncertainty is 1.2 ms

• If (Pd, Pfa) pairs are (0.9, 10-6), (0.8, 10-6), (0.9, 10-3), (0.8, 10-3) 

• From Fig. 5-7, the required signal-to-noise ratios for these four 
(Pd, Pfa) pairs are 13.4, 12.8, 11.0, and 10.3 dB
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Example (Cont.)
• Solving for Tss: 

• If the false-alarm penalty is 100 Ti:
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Example (Cont.)
• Solving for  : 

• Permitting Pfa to increase by three orders of magnitude can 
decrease synchronization time significantly
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Detection of A Signal in AWGN
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Detection of A Signal in AWGN 
• All synchronization systems that employ a discrete step serial 

search evaluate a particular phase/frequency cell by estimating 
the presence of signal energy

• The mean and variance of the synchronization time, Pd and Pfa

are a function of evaluation time Ti and the received SNR

• Three different methods of detecting signal energy are

– Fixed integration time detection

– Multiple-dwell detection

– Sequential detection

• Each method results in a different relationship between Pd, Pfa, 
Ti, and SNR

Prof. Tsai

Fixed Integration Time Detection
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Fixed Integration Time Detection
• The simplest method of detecting the presence of signal 

energy at the output of a narrowband filter

• At the bandpass filter output:

– s(t) appears when the reference waveform phase is correct

– n(t) is the AWGN process that will be always present

Bandpass
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T
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1
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Fixed Integration Time Detection (Cont.)
• The filter output is squared and then lowpass filtered (Zonal 

lowpass filter) to eliminate the double-frequency terms
(which result from the squaring operation)

• The lowpass squared output is integrated for Ti seconds

– From t – Ti to t (present time)

• The output is compared to a fixed threshold VT: 

– Above the threshold: the signal is declared present

– Otherwise: the signal is declared absent
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Multiple-Dwell Detection
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Multiple-Dwell Detection
• Fixed integration time detection is limited in that only two 

parameters, Ti and VT, can be varied to reduce the 
synchronization time

• Note that there is only one correct cell within the uncertainty 
region

– Other cells evaluated by the energy detector are noise alone

 An energy detection scheme that is capable of rejecting 
incorrect phase cells rapidly while not letting Pfa become 
so large is highly desirable
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Multiple-Dwell Detection (Cont.)
• The multiple-dwell detection scheme uses multiple 

evaluations for each phase cell
– The first evaluation is very short (short integration time)

• Results in immediate rejection of many incorrect cells
• Results in a high false-alarm probability

– When a false alarm occurs on the first evaluation, a second 
evaluation (longer integration time) of the same cell begins

• Reduces the false-alarm probability

– The second evaluation may be followed by a third, fourth, 
or as many as desired to achieve a particular performance
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Multiple-Dwell Detection – Block Diagram
• Fig. 5-13 is a simplified conceptual block diagram:

– Selects integration times Tj and thresholds Vj for each 
integration

“1” → 
Threshold
crossed
“0” →
Threshold
not crossed

Detection
logic

Tj timing Vj

“1” → Signal present
“0” → Signal absent

Bandpass
filter

( )2
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lowpass
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Voltage
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From
despreading
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s(t)+n(t)
or n(t)

dt
T

jT

j
0 )(

1
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Multiple-Dwell Detection – Flow Diagram
• Fig. 5-14 is a flow diagram

• Integration 1: integrates for T1 seconds, and the integrator 
output V is compared with a threshold V1

– If V < V1, a “miss” (incorrect phase) is declared

– If V > V1, a “hit” (potential correct phase) is declared

• Integration k: integrates for Tk seconds, and the integrator 
output V is compared with a threshold Vk

• The “hit” output from integration 3 generates the “signal 
present” output

• The “signal absent” output is generated when a “miss” occurs 
on any of the first three integrations 
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Multiple-Dwell Detection–Flow Diagram (Cont.)
• Integration 4 and integration 5 provide a means for detecting 

when the code tracking loop has lost lock

– These two integration times may be quite large 

– Because an incorrect dismissal of the correct code phase is 
very serious 

• The correct code phase will appear after N cells

– When a false alarm occurs, Integrations 4 and 5 must be 
performed before the code phase can be rejected

• During normal code tracking, the logic continues to cycle 
around the loop connecting Integrations 4 and itself

– Code tracking and demodulation

• Therefore, T1 < T2 < T3 < T4 < T5
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Multiple-Dwell Detection–Flow Diagram (Cont.)
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Multiple-Dwell Detection – State Transition
• Fig. 5-14 can be represented by a state transition diagram as 

Fig. 5-15

– The 0/6 state has been split into two states

– Tda: the average time required for the system to progress 
from state 1 to state 0/6

– Each transition of the diagram is labeled with

• Pjk: transition probability from state j to state k
(calculated from the integration time Tj, the threshold Vj, 
and the SNR)

• z: raised to a power equal to the integration time
associated with the “from” state
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MD Detection–State Transition (Cont.)
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MD Detection – Synchronization Time
• The mean time required to reject an incorrect phase is

– L: the set of all paths beginning at state 1 and ending at 
either state 0 or 6

– l: a particular path in L

– Pr(l): the probability of following path l

– Tl: the time required to traverse path l





Ll

lda TlT )Pr(
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MD Detection – Synchronization Time (Cont.)
• For a specific path l0 through the state diagram:

– Path 1-2-3-0

– The probability of this path is

– The time required to traverse this path is

– Let B(l,z) denote the product of the path labels
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3210
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MD Detection – Synchronization Time (Cont.)

– Equals to Eq. (5-93) if z = 1.0:

• The mean time required to reject an incorrect phase is

1
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MD Detection – Synchronization Time (Cont.)
• The state-transition diagram can also be described by a 

transition matrix:
– Rows: starting states
– Columns: ending states
– Elements: path labels

1 1

2 2

3 3

4 4

5 5

0
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MD Detection – Synchronization Time (Cont.)
• The matrix Q can be partitioned into four submatrices: U, R, 

Q, and 0
– Q contains information about all the system internal states

• Define a new matrix X = QnR:   
– Rows: inner states (starting states) 
– Columns: end states (ending states)
– Element (xjk): the sum of the product of path labels on the 

associated path of length n + 1 from state j to state k







QR

0U
Q
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Example
• Consider the state transition diagram:
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Example (Cont.)
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Example (Cont.)
State 2  State 0

State 1  State 4
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Example (Cont.)
State 2  State 4
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Example (Cont.)
State 3  State 4
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MD Detection – Synchronization Time (Cont.)
• The infinite matrix sum Y enumerates all paths of all lengths

between inner states and end states

– where L(j,k) is the set of all paths beginning at state j and 
ending at state k

• For the average time to reject an incorrect cell

– L denotes all paths between state 1 and state 0 or 6
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MD Detection – Synchronization Time (Cont.)
• The average time to reject an incorrect cell is:

• The matrix Y can be rewritten as 
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MD Detection – Synchronization Time (Cont.)
• The derivative with respect to z is

• Define a diagonal nn matrix T of integration times
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MD Detection – Synchronization Time (Cont.)

• With z = 1.0:
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MD Detection – Synchronization Time (Cont.)
• The average time required to reject an incorrect phase cell is 

the sum of the elements on the first row of Eq. (5-113)

– From state 1 to state 0 + From state 1 to state 6 
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MD Detection – Synchronization Time (Cont.)
• The probability of detecting the correct phase cell, Pd is

– The probability of passing from state 1 to the “enter code 
tracking mode” function

– The probability from the “code tracking mode” (pass 
through state 4 and 5) to state 6 is one

• No other path to an end state and the system is 
guaranteed to eventually reach an end state0

00zp

1
10

Tzp 1
12

Tzp

0 1 2 3 4 5 6

Start

2
20

Tzp
3

30
Tzp

2
23

Tzp 3
34

Tzp

4
44

Tzp

4
45

Tzp

5
54

Tzp

5
56

Tzp

0
66zpCode tracking mode

Prof. Tsai 104

MD Detection – Synchronization Time (Cont.)
• The probability of detecting the correct phase cell, Pd, is 

equal to the probability of passing from state 1 to state 6 

– Pd is the element of the first row and second column of 
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MD Detection – Synchronization Time (Cont.)
• To evaluate the average synchronization time: two sets of 

transition probabilities must be calculated
• For the noise along case:

– To evaluate Tda

• For the signal plus noise case: 
– To evaluate Ti (the average time used in evaluating the 

correct phase cell): identical to the calculation of  Tda except 
the transition probabilities

– To evaluate Pd

• Note that average values for Tda and Ti can be used to 
calculate     , but cannot be used to calculate the variance sT 2

sT

d
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Sequential Detection
• Sequential detection is used to detect the signal power reliably 

but without generating excessive false alarms, it includes

– The envelope detector

– The sequential detection processor

Bandpass
filter

Envelope
detector

From 
despreading 
mixer Likelihood

ratio
calculator

Sequential
detection 

logic

Signal present

Signal absent

A B
Thresholds

Sample clock

Sequential detection processor

Bx
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Sequential Detection (Cont.)
• For any K = 1, 2, …, let xK = (x1, x2, x3, …, xK) denote a 

sequence of samples of the envelope detector output

– When signal is present: the joint pdf of samples is ps(xK)

• ps(xK) depends on the input signal power

– When noise alone is present: the joint pdf of samples is 
pn(xK)

• The samples are taken one at a time and input to the sequential 
detection processor

• After each sample, the likelihood ratio calculator computes:

1 2

( )
( , , , )

( )
s K

K
n K

p
x x x

p
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x

x

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Sequential Detection (Cont.)
• The likelihood ratio is input to the sequential detection logic 

and compares with an upper threshold A and a lower threshold 
B, where A > B

– The A and B are selected to achieved a specific reliability 

– If (xK) > A: the signal is declared present and the test 
ends

– If (xK) < B: the signal is declared absent and the test ends

– If B < (xK) < A: 

• No decision is made about the present or absent of the 
signal

• The test is continuous by taking another sample and 
calculating another likelihood ratio
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Sequential Detection (Cont.)
• The likelihood ratio indicates whether the sequence of samples 

is more likely to have resulted from either
– Signal and noise: (xK) > 1.0, or
– Noise alone: (xK) < 1.0



Prof. Tsai 111

Sequential Detection (Cont.)
• According to Fig. 5-20: ps(x1) and pn(x1)    

– For sample S1: (x1) << 1.0, 

– For sample S2: (x1) = 1.0  

– For sample S3: (x1) >> 1.0 

• Assume that the samples of the envelope detector output are 
spaced sufficiently in time

– They may be considered independent

 The joint pdf’s are products of single sample pdf’s

1
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Sequential Detection (Cont.)

– where

• When signal is present at the design point SNR

– Envelope detector samples usually result in (xk) > 1.0 

 The product (xK) grows with increasing K

– As K , (xK) will always cross the upper threshold

• When no signal is present

– Envelope detector samples usually result in (xk) < 1.0 

 The product (xK) approaches zero as K increases 

– As K , (xK) will always cross the lower threshold
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Sequential Detection (Cont.)
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Sequential Detection (Cont.)
• When signal is indeed present:

– A missed detection occurs whenever (xK) crosses the 
lower threshold before crossing the upper threshold

• When no signal is present:

– A false alarm occurs whenever (xK) crosses the upper 
threshold before crossing the lower threshold
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Thresholds and Error Probability
• Assume that the functions ps(xK) and pn(xK) are known for a 

particular SNR

• Let 1 denote the set of all vectors that result in a decision that 
signal is present

– For every xK  1

• When the bandpass filter output is noise alone, a false alarm 
occurs for any xK  1
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p
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Thresholds and Error Probability (Cont.)
• When the bandpass filter output is signal plus noise, a correct 

detection occurs for any xK  1
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Thresholds and Error Probability (Cont.)
• Let 2 denote the set of all vectors that result in a decision that 

signal is absent

– For every xK  2

• When the bandpass filter output is noise alone, a correct 
dismissal occurs for any xK  2
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Thresholds and Error Probability (Cont.)
• When the bandpass filter output is signal plus noise, a missed 

detection occurs for any xK  2
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Thresholds and Error Probability (Cont.)
• For a pair of desired Pd and Pfa, we have A  Pd /Pfa

• If a smaller A is applied, we have a larger set of 1

– A larger Pd and a larger Pfa are obtained

– Not all A  Pd /Pfa can achieve the desired Pd and Pfa

• For a pair of desired Pd and Pfa, we have B  (1 – Pd) /(1 – Pfa)    

• If a larger B is applied, we have a larger set of 2

– A larger (1 – Pd) and a larger (1 – Pfa) are obtained

– A smaller Pd and a smaller Pfa are obtained

– Not all B  (1 – Pd) /(1 – Pfa) achieve the desired Pd and Pfa

• To achieve the desired Pd and Pfa, we make the equality hold

 1 1d faP B P  d faP AP

Only achieve
the desired ratio
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Thresholds and Error Probability (Cont.)
• To find the thresholds A and B

– Functions of Pd and Pfa

• To determine the Pd and Pfa:

– Functions of A and B
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Synchronization by Using
Matched Filters
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Synchronization Using a Matched Filter
• In all of the synchronization schemes discussed above, the 

duration of the correlation is a function of:

– The desired acquisition performance (Pd, Pfa)

– The received signal-to-noise ratio 

– The detection strategy (fixed integration time, multiple-
dwell, or sequential detection) 

• Assume that the duration of the correlation is Ti = KTc

– K may be from 10 to several thousand

• The spreading code phase is declared correct or incorrect after 
the correlation

• If the code phase is incorrect, the synchronization processor 
steps to another phase for evaluation
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Synchronization Using a Matched Filter (Cont.)
• The average synchronization time, given a code phase 

uncertainty of M chips, is approximately

– where it is assumed that Pd = 1.0, Pfa = 0.0 and the serial-
search step size is ½ chips  C = 2M
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Synchronization Using a Matched Filter (Cont.)
• If the time to evaluate each phase cell can be reduces, the 

average synchronization time can be reduces
• The matched-filter synchronizers reduce the time required to 

evaluated a phase cell from KTc to approximately Tc

• Fig. 5-31 is a top-level block diagram of a DSSS receiver
– The received signal is input to the spreading code tracking 

loop and to the on-time despreader for data detection
– The received signal is input to a bandpass filter (matched to 

a segment of the spreading waveform) 
– When a matched spreading waveform is received, the 

matched filter produces a output pulse
– The spreading code generator is started at the correct 

phase when the matched filter output pulse is sensed
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Synchronization Using a Matched Filter (Cont.)
Bandpass
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filter
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comparator
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data detector

Desired
signal and
interference

Start strobe

Data to user

Early
code

Late
code

On-time
code

A
Threshold
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Comparison: Serial Search Synchronizer
• For serial search synchronizers:

– Use active correlation and energy detection

– Each received chip is used in the evaluation of a single 
code phase in stepped serial search   

Actual
code phase

Current cell
Received
sequence Generated

sequence

Integration
time interval

Advance to 
the next cell





Spreading code sequence
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Synchronization Using a Matched Filter (Cont.)
• For matched-filter synchronizers:

– Uses passive correlation within the filter

– Each received chip is used in the evaluation of many code 
phases

• The flexibility of matched-filter synchronizers is poor

Actual
code phase

Received
sequence

Sequence of
the matched filter

Different
code phases

Spreading code sequence

Code phase of
the matched filter
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Synchronization Using a Matched Filter (Cont.)
• Suppose that the desired sequence of the matched filter is  

– “01110101”

• In the received code sequence:

– Each received chip is used in                                                      
the evaluation of 16 code phases

– The step size of a phase cell is                                               
assumed to be ½ chip 

• The implementation of matched filter includes bandpass or 
lowpass matched filter

– These two implementations are equivalent and produce 
identical outputs when the inputs are identical 

0111010“10010100”
0011101“01001010”
1001110“10100101”
1100111“01010010”
0110011“10101001”
0011001“11010100”
0001100“11101010”
0000110“01110101”

Time

Is there any limitation on the sequence period?
The sequence period N cannot be too large!

“ … ”: Sequence within filter
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Matched Filter Implementations
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Digital Implementations of Matched Filter

)( sx nTy

t0cos2 

t0sin2 

Ts = Tc/2
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Is there any
limitation on
the sequence
pattern?
Uniqueness!

Non-coherent

I

Q


